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Abstract

We present an application of Bayesian modeling
and inference to topological mapping in robotics.
This is a potentially difficult problem due to (a)
the combinatorial nature of the state space, and
(b) perceptual aliasing by which two different
landmarks in the environment can appear simi-
lar to the robot’s sensors. Hence, this presents
a challenging approximate inference problem,
complicated by the fact that the form of the prior
on topologies is far from obvious. We deal with
the latter problem by introducing the use of urn
models, which very naturally encode prior as-
sumptions in the domain of topological map-
ping. Secondly, we advance simulated temper-
ing as the basis of two rapidly mixing approx-
imate inference algorithms, based on Markov
chain Monte Carlo (MCMC) and Sequential Im-
portance Sampling (SIS), respectively. These al-
gorithms converge quickly even though the pos-
terior being estimated is highly peaked and multi-
modal. Experiments on real robots and in simu-
lation demonstrate the efficiency and robustness
of our technique.

1 Introduction

Bayesian modeling has proved successful in tackling a var-
ied array of problems involving uncertainty. We are inter-
ested in robotic mapping, one of the foremost problems in
robotics, and an area in which probabilistic solutions have
had great success in recent years [22]. Maps created by
robots are generally of two types, namely metric and topo-
logical maps. While metric maps have been more popular,
topological maps provide a light weight, scalable represen-
tation of the environment and hence, are useful in many
situations [23].

This paper deals with topological mapping using robots.
Formally, a topological map is defined as a graph where

the nodes correspond to landmarks in the environment and
edges represent the connectivity between landmarks. In ad-
dition, edges may be annotated with metric or navigational
information [11].

Topological mapping is a difficult problem due to, among
other things, the occurrence of perceptual aliasing, which
occurs when many places in the environment look alike to
the robot sensors. This results in the robot being unable to
distinguish between previously visited locations, and also
being unable to decide whether a given location was previ-
ously visited or not. Moreover, since perceptual aliasing is
an instance of the data association problem, the state space
is combinatorial, making the problem even harder [16].

A Bayesian solution to topological mapping involves com-
puting the posterior distribution over the space of topolo-
gies. This can be achieved by maintaining a discrete prob-
ability distribution over all the hypotheses for each mea-
surement that is received. The joint distribution of all the
measurements is precisely the distribution over the space
of topologies. However, computing this is not straight-
forward due to the associated challenges in modeling and
inference.

An important modeling challenge faced by a Bayesian im-
plementation is the definition of a prior in the space of
topologies. If the assumptions made about the environ-
ment are properly encoded in the prior, the efficiency of the
posterior computation can be dramatically improved. On
the other hand, inference of the posterior cannot be done
analytically due to the combinatorial state space. Instead,
recourse has to be taken to sample based approximations.
However, the use of basic sampling techniques leads to
slow mixing and convergence since the posterior is often
highly peaked and multi-modal.

A major contribution in this paper is the use of urn models
[9] as priors over topologies. More specifically, we intro-
duce a new urn model that encodes the incremental prob-
ability of the robot observing a particular landmark during
its run. We model the measurements arising from the same
landmark as belonging to the same class. Thus, in our urn



Figure 1: A panoramic image obtained from the robot camera rig

models, the urns correspond to landmarks and the balls cor-
respond to measurements.

As a second contribution, we provide two fast-mixing sim-
ulated tempering [7] algorithms, based on Markov chain
Monte Carlo (MCMC) and Sequential Importance Sam-
pling (SIS) respectively, for computing the posterior over
topologies. Moreover, the MCMC algorithm incorporates
a data-driven sampler to improve convergence. We demon-
strate that our algorithms converge quickly even though the
posterior is multi-modal and highly peaked. This is in stark
contrast to standard algorithms that take an inordinately
large amount of time.

To prove the validity of our technique, we present experi-
ments in simulation and on a robot operating in an indoor
environment. The experiments use odometry and appear-
ance measurements to compute the posterior over topolo-
gies. We use Fourier signatures [8] of panoramic images
as appearance measurements in our appearance model.
The panoramic images (example in Figure 1) are obtained
through automatic mosaicking of images from an eight
camera rig mounted on the robot. Fourier signatures are
a low-dimensional representation of images using Fourier
coefficients and hence, allow inexpensive image matching
[13]. We use a generative model for the appearance mea-
surements to evaluate the appearance likelihood.

2 Probabilistic Topological Maps

We begin by giving a brief overview of Probabilistic Topo-
logical Maps (PTMs) that were introduced in [20]. We
start by assuming that the robot is equipped with a “land-
mark detector” that detects a nearby landmark. We define a
PTM as a histogrammed sample-based representation that
approximates the posterior distribution P(T |Z) over topolo-
gies T given measurements Z. The problem then is to com-
pute the discrete posterior probability distribution P(T |Z)
over the space of topologies.

2.1 Topologies as set partitions

To infer the PTM from the measurements, we exploit the
equivalence between topologies of an environment and
set partitions of landmark measurements, which group the
measurements into a set of equivalence classes. When all
the measurements of the same landmark are clustered to-
gether, this naturally defines a partition on the set of mea-

surements. Let the set of measurements be denoted as
Z = {zi|i∈ [1,N]}, where N is the number of measurements
(the number of landmarks seen by the robot). If the num-
ber of distinct landmarks in the environment is M (M ≤ N),
then a topology T can be represented as the set partition
of the set Z, T = {S j | j ∈ [1,M]}, where each S j is a set
of measurements such that S j1 ∩ S j2 = φ ∀ j1, j2 ∈ [1,M],
j1 6= j2 and

� M
j=1 S j = Z. The set S j contains the mea-

surements corresponding to the jth distinct landmark in the
environment.

It can be seen that a topology is nothing but an assignment
of measurements to sets in the partition. This results in the
above mentioned isomorphism between topologies and set
partitions. The number of possible topologies is thus equal
to the number of set partitions of the set of measurements.
This number is called the Bell number [17], and grows
hyper-exponentially with the number of measurements.

The posterior P(T |Z) is computed through the use of Bayes
law. We assume the availability of odometry and appear-
ance measurements, so that Z = {O,A}, where O is the set
of odometry measurements and A is the set of appearance
measurements. Clearly now, the appearance and odome-
try measurements are conditionally independent given the
topology. Hence, the posterior can be written as

P(T | O,A) ∝ P(O,A|T )P(T )

= P(O|T )P(A|T )P(T ) (1)

The above equation consists of the odometry and appear-
ance likelihoods and the prior on the topologies. The
odometry and appearance likelihoods are discussed below
while the prior is presented in detail in Section 3.

2.2 The odometry likelihood

To evaluate the odometry likelihood P(O|T ) in (1), we
marginalize over the set of landmark locations X and cal-
culate the marginal distribution :

P(O|T ) =
�

X
P(O|X ,T )P(X |T ) (2)

where P(O|X ,T ) is the measurement model, a probability
density on O given X and T , and P(X |T ) = P(X) is a prior
over landmark locations.

For the prior over landmark locations, we assume a cubic
penalty function that states that two distinct landmarks are



Figure 2: Example square topology with weighted samples used
to illustrate the use of importance sampling for evaluating the
odometry likelihood. Note the “hole” around the bottom left land-
mark due to the landmark prior which says that two distinct land-
marks cannot be close together. This makes the above topology
improbable.

not found close together in the environment. This cubic
function is taken to be the negative log likelihood of the
prior. Note that since the measurement model in (2) is not
known and is non-linear in any case, analytical evaluation
of the integral is not possible.

We use importance sampling to evaluate the integral in (2).
The proposal distribution for importance sampling is ob-
tained by using Laplace’s approximation to the measure-
ment model. This is computed as a Gaussian Q(X |O,T )
centered on the maximum likelihood robot path (without
taking into consideration the landmark prior) obtained by
optimizing the error caused by the topological constraints
on the odometry. Subsequently, the likelihood is evaluated
as

�
X

P(O|X ,T )P(X |T ) ≈
1
N

N

∑
i=1

P(O|X (i),T )P(X (i))

Q(X (i)|O,T )
(3)

where X (i) are samples from the space of landmark lo-
cations obtained from the Gaussian proposal distribution
Q(X |O,T ) as explained above, and N is the number of sam-
ples. An illustration of the evaluation for an example topol-
ogy is shown in Figure 2. More details are in [20].

2.3 The appearance likelihood

To compute the appearance likelihood P(A|T ), we begin
by denoting the set of appearance measurements as A =
{ai|1 ≤ i ≤ N}. Evaluation of the appearance likelihood
P(A|T ) is performed by clustering the appearance measure-
ments according to the sets in the partition corresponding
to the topology T .

We model the appearance measurements using a mixture of
Gaussians with M components. All the components in the
mixture are assumed to have the same variance σ2 but dis-
tinct means given by the vector Y = {y j|1≤ j ≤ M}, where
each y j is the mean of a component in the mixture. The ap-
pearance likelihood can be written by marginalization as

P(A | T ) =

�
Y,σ2

P(A | Y,σ2
,T )P(Y,σ2|T ) (4)

where P(A|Y,σ2,T ) is the measurement model and
P(Y,σ2|T ) = P(Y,σ2) is the prior on the appearance. The
mean appearance of a landmark is independent of all other
landmarks, so that each y j is independent of all other y j′ .
Additionally, the appearance measurements can also be
factored given Y , so that (4) can be written as

P(A | T ) =

�
y j

M

∏
j=1

P(y j,σ2)|S j|
N

∏
i=1

P(ai | y ji ,σ
2
,T ) (5)

where {S j|1 ≤ j ≤ M} is the set partition corresponding
to T , y ji is the mean of the set corresponding to ai, and
P(y j,σ2) is a prior on appearance means and variance. The
prior is modeled as a Gaussian-Inverse Gamma distribution
so as to be conjugate to the likelihood [5]. This particu-
lar choice of conjugate priors allows the integration in (5),
and hence the evaluation of the appearance likelihood, to
be performed analytically.

Fourier signatures, which we use as appearance measure-
ments, are computed by calculating the 1-D Fourier trans-
form of each row of the panoramic image and storing only
the first few coefficients corresponding to the lower spatial
frequencies [13].

3 Urn model priors over topologies

The prior plays an important role in our context since it
provides a distribution on the number of distinct landmarks
in a sequence of measurements obtained by the robot. We
use urn models as priors over topologies. The generic urn
model consists of one or more urns in which balls of dif-
ferent colors are added or removed according to a fixed
set of stochastic rules. Assumptions regarding the problem
at hand can be encoded in the urn model by appropriately
defining these rules.

One class of urn models that fit our needs perfectly are
Species Sampling Models (SSMs) [18]. An SSM speci-
fies the probability distribution on the number of distinct
species in a sequence of samples from some population.
The total number of species in the population is initially
unknown. Moreover, the probability of obtaining a new
species with each successive sample in the sequence is
never zero. Regarding the sequence of landmark observa-
tions as a sequence of samples from an SSM gives us a
prior over topologies. A well-known example of an SSM is



the infinite Polya urn model, which can be shown to be an
SSM obtained using the Ewens Sampling Formula [4].

We illustrate the computation of PTMs using an urn model
that assumes constant probability for a new landmark at all
times. Also, the probability of re-visiting a landmark is in-
dependent of the number of times it was visited prevously.
This is in contrast to the popular Polya urn model. An urn
model with these assumptions was recently proposed in [2]
as the Yule-Zipf-Simon model and independently discov-
ered by us. Let the topology T consist of the sequence of
landmark observation s1,s2, . . . ,sn. The probability of the
nth landmark observation, conditioned on the previous ob-
servations, is given by the Yule-Zipf-Simon model [2] as

p(sn = k|s1:n−1) =







(1−u) kzk(n)
n k 6= 0,n > 1

u k = 0,n > 1
1 n = 1

(6)

where u is the constant probability of seeing new land-
marks, zk(n) is the number of landmarks that have been
visited k times so far, and kzk(n) is the total frequency of
these landmarks.

The joint probability of the complete sequence of land-
marks (i.e. the topology) cannot be evaluated in closed
form using (6) [2], unlike, for example, the Polya urn.
However, given a specific topology, its probability can be
evaluated. Since the sampling algorithms that we use only
require the evaluation of the probability of a given topol-
ogy, the unavailability of an analytical expression for the
joint prior on the topology is of no concern.

4 Sampling algorithms for constructing
PTMs

We now describe the use of prior and the likelihoods in the
sampling algorithms for the construction of PTMs.

4.1 An MCMC algorithm for constructing PTMs

We use the posterior distribution given by (1) as the target
distribution in the Metropolis-Hastings (MH) algorithm [1]
to compute PTMs. The acceptance ratio of the algorithm is
given by

a(T
′
,T ) = min

(

1,
q(T

′
→ T )

q(T → T ′)

P(T
′
)

P(T )

P(O|T
′
)P(A|T

′
)

P(O|T )P(A|T )

)

(7)
where T is the current state of the Markov chain and T

′

is the proposed topology. Evaluation of the acceptance

ratio involves computing the prior ratio P(T
′
)

P(T) using (6),
and the likelihoods ratios using (3) and (5) respectively.

r = q(T
′
→T )

q(T→T ′
)

is the proposal ratio and comprises the Hast-

ings part of the MH algorithm.

In previous work [20], we used a simple split-merge pro-
posal distribution in the MH algorithm. The proposal
merges two sets inside a partition or splits an existing set to
create a new partition that is proposed. This proposal has
the major problem that many of the proposed topologies are
rejected since the acceptance ratio is small. To overcome
this problem, we use a data-driven proposal that uses the
odometry to propose partitions that are more likely.

The basic computations for the split and merge probabili-
ties are explained in [20] and are not provided here. The
major difference in the data-driven proposal is that a merge
move is chosen not at random but using the knowledge
of the odometry measurements. Intuitively, measurements
that are taken with the robot pose close together have a
higher probability of being from the same landmark, and
should have a higher probability of being merged.

The landmark locations corresponding to the sets to be
merged are obtained from the optimal robot trajectory,
which in turn is obtained by an optimization similar to the
one used to create the importance sampling distribution in
(3). The probability of the merge step is then obtained, us-
ing the distance D between the landmarks to be merged, as

exp
(

−D2

σ2

)

, where σ2 is a variance that encodes the odom-

etry error and the scale of the environment.

The analogous calculation for the split step is simple since
the probability of the split is just the inverse of total possi-
ble moves, merge and split, from T . The data-driven pro-
posal distribution is given in Algorithm 1.

4.1.1 Simulated Tempering for fast mixing

The sampling algorithm using the above proposal still has
the problem of slow mixing. This is due to the fact that the
posterior distribution is multi-modal and highly peaked, so
that the algorithm takes a long time to move from one mode
to another. We solve this problem using the Simulated
Tempering algorithm, of which we use the Metropolis-
Coupled MCMC (MC-cubed) variant [6].

The MC-cubed algorithm works by running N coupled
Markov chains in parallel with the first chain having the
target distribution of interest P(T |Z) and the other chains
having “heated” target distributions P(T |Z)β where β =

1
1+(i−1)t for the ith chain and t is a constant temperature
increment. The peaks in the heated target distributions get
increasingly smoothed out so that these chains mix more
rapidly. After every chain has been moved one step, an
exchange of states takes place between the chains which
also enables fast mixing of the original chain. Only sam-
ples from the original chain are considered for output1. The
MC-cubed algorithm we use is given in Algorithm 2.

1Considering the time it would take for a single chain to con-
verge, this is still advantageous for reasonable N.



Algorithm 1 The Proposal Distribution

1. Let NM and NS be the number of possible split and merge moves from the
current topology T . T ′ is the new topology to be computed below. r is the
proposal ratio.

2. Select a merge or a split with probability
{

NM
NM+NS

,
NS

NM+NS

}

3. Merge move:

• if T contains only one set, re-propose T ′ = T , hence r = 1

• otherwise select two sets at random, say R and S

(a) Let D be the distance between the locations corresponding to R
and S obtained by optimizing the odometry wrt T

(b) T ′ = (T −{R}−{S})∪{R∪S} and q(T → T ′) =
exp

(

− D2

σ2

)

NM+NS

(c) q(T ′ → T ) is obtained from the reverse case 3(c), hence r =
NM+NS
N′

M+N′
S

exp
(

D2

σ2

)

, where N ′
M and N ′

s are the number of merge

and split moves possible from T ′

4. Split move:

• if T contains only singleton sets, re-propose T ′ = T , hence r = 1

• otherwise select a non-singleton set U at random from T and split it
into two sets R and S.

(a) T ′ = (T −{U})∪{R,S}

(b) Let D be the distance between the locations corresponding to R
and S obtained by optimizing the odometry wrt T ′

(c) q(T → T ′) = 1
NM+NS

(d) q(T ′ → T ) is obtained from the reverse case 2(b), hence r =
NM+NS
N′

M+N′
S

exp
(

− D2

σ2

)

, where N ′
M and N ′

s are as in 2(c)

Algorithm 2 The Metropolis Coupled MCMC Algorithm

1. Let Ti be the current state of the ith chain - total number of chains being N.

2. For all chains i ∈ (1,2, . . . ,n) do

• Propose a new value for Ti using the proposal distribution and accep-
tance ratio

ai = min



1,
q(T

′
i → Ti)

q(Ti → T
′

i )

(

P(T
′

i |Z)

P(Ti|Z)

)βi




βi =
1

1+(i−1)t

3. After all chains have advanced one cycle, for each consecutive pair of chains
i and i−1 (starting with n), swap the states of the chains with probability

r = min

(

1,
P(Ti|Z)βi−1

P(Ti−1|Z)βi−1

P(Ti−1|Z)βi

P(Ti|Z)βi

)

4. Goto step 2

Algorithm 3 The SIS algorithm for constructing PTMs

Repeat steps 1 and 2 to obtain N samples, then normalize the weights.

1. Initialize weight w = 1

2. For each new measurement i do

(a) Generate si from the multinomial distribution (8)

(b) Calculate wi = p(ai|s1:i−1,a1:i−1) from (9)

(c) Calculate the importance sampling weight for the sample as w = w×
wi.

Figure 3: The camera rig mounted on the robot used to obtain
panoramic images

Figure 4: Odometry of the robot plotted with the laser measure-
ments for the first experiment.

4.2 The SIS algorithm for constructing PTMs

The Sequential Importance Sampling (SIS) algorithm [3]
for PTMs is based on the sequential nature of the urn model
prior, i.e the urn model specifies a discrete distribution
on the occurrence of the next landmark given all previous
landmarks. We take advantage of this property by com-
bining the appearance likelihood with the urn model prior.
This results in an infinite mixture model for the appearance.

The SIS algorithm for PTMs is a slight modification of the
Rao-Blackwellized SIS algorithm given in [12]. Upon re-
ceiving a landmark measurement, the set of particles is up-
dated by sampling from a predictive distribution involving
the odometry and appearance and subsequently weighting
the particles. The predictive distribution (or the motion
model) for the ith landmark is given by

p(si = j|Pi,ai,o1:i) ∝ p(o1:i|si = j,Ti−1)

p(ai|si,Pi)p(si|Ti−1) (8)

where Pi = {s1:i−1,a1:i−1} and Ti−1 = s1:i−1 is the topology
with the first i−1 measurements.

The prediction step (8) is implemented by sampling from
the prior (6) and weighting the samples using the appear-
ance and odometry likelihoods. Note that the odome-



Figure 5: Schematic of robot path overlaid on a floorplan of the
environment for the first experiment.

try likelihood cannot be evaluated incrementally (i.e. as
P(oi|o1:i−1,si:i)) since the distance between landmarks is
not known.

It is now straightforward, using a sequential imputation
procedure [10], to derive the expression for the weights at
the ith measurement as

p(ai|a1:i−1,s1:i−1) =
i−1

∑
j=1

p(ai|si = j,s1:i−1,a1:i−1)(9)

More details can be found in [19]. A summary of the com-
plete SIS algorithm is given in Algorithm 3.

Note that the SIS algorithm does not involve any explicit
use of simulated tempering as in the case of the MC-
cubed algorithm. However, it has been shown [15] that the
Rao-Blackwellized SIS sampler using sequential imputa-
tion is also equivalent to simulated tempering. The Rao-
Blackwellized posterior obtained upon processing the ith
measurement acts in a similar manner to the “heated” tar-
get distribution in the MC-cubed algorithm for the (i+1)th
step. Hence, this results in rapid convergence.

5 Experiments

The experiments were performed on an ATRV-Mini robot
mounted with an eight camera rig shown in Figure 3.

The first experiment was conducted over an entire floor of a
building and consisted of a robot run containing two loops.
Twelve landmarks were observed by the robot during the
run, shown overlaid on a floorplan of the experimental area
in Figure 5. The odometry of the robot with the laser plot-
ted on top is shown in Figure 4. The five most probable
topologies in the PTM2 are given in Figure 6. The abil-
ity of our inference to cope with perceptual aliasing in the
environment is demonstrated by the large probability mass

2Note that the SIS and MCMC algorithms produce the same
PTM since they are computing the same posterior.
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Figure 7: SRQ plots for (a) MC-cubed algorithm (b) single chain
MCMC obtained using 15000 samples. The chain produces stable
estimates if there are no significant deviations from unit slope.
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Figure 8: Landmark locations obtained from simulated odometry
for the second experiment.

concentrated on the ground truth topology. Computing the
PTM using the MC-cubed algorithm takes approximately 7
minutes while the SIS algorithm takes only about half this
time on average. In both cases, a value of 0.2 was used for
the urn parameter u. Three chains with heating tempera-
tures t = 10,20,30 were used in the MC-cubed algorithm.

We tested convergence of the MC-cubed algorithm using
Scaled Regeneration Quantile (SRQ) plots [14]. An SRQ
plot displays visit times to a particular state plotted against
the visit count, with both axes scaled to unity. If the chain
has converged, the plot should be close to a straight line
through the origin with unit slope. Significant changes
from unit slope, especially horizontal or vertical segments,
signal poor convergence. Figure 7 shows the SRQ plots for
the first experiment. It can be seen that the MC-cubed al-
gorithm converges closely to the posterior as opposed to a
simple MCMC scheme. The SIS algorithm yields the same
posterior as the MC-cubed algorithm and hence, also con-
verges quickly.

To demonstrate the scalability of our algorithm, we con-
ducted a second experiment in simulation in an environ-
ment where the robot was made to traverse a number of
loops. A total of 33 landmarks were observed by the robot
in the run. The landmark locations obtained from odometry
generated during the simulated run are shown in Figure 8.
The MC-cubed algorithm converges to the PTM, shown in
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Figure 6: Topologies constituting the PTM for the first experiment using both odometry and appearance. (a) receives 72% of the
probability mass while (b), (c), (d) and (e) receive 12%, 7%, 3% and 2% of the probability mass respectively. The ground truth topology
is (a).

Figure 10, in less than 15000 samples while a single chain
MCMC algorithm takes over 50000 samples to converge.
The MC-cubed and SIS algorithms take approximately 9
and 11 minutes respectively to compute the PTM. It can be
seen that the noise in the simulated appearance measure-
ments leads to a smaller proportion of the probability mass
on the most probable topology.

The improvement in efficiency when using simulated tem-
pering is quantified in Figure 9. The computation times
shown are for plain MCMC, MCMC with the data-driven
proposal, and the MC-cubed algorithm with the data-driven
proposal. Topologies with 4 nodes (a simple square topol-
ogy), 9 nodes (from a robot experiment not presented here),
12 and 33 nodes (experiments above) were considered for
the comparison. As can be seen, the MC-cubed algorithm
greatly improves the scalability of our technique.

6 Conclusion and future work

We presented an application of Bayesian inference to robot
topological mapping that provides a systematic solution to
the perceptual aliasing problem. We demonstrated the use
of urn models as priors over topologies and gave a char-
acterization of the models that can be used with our tech-
nique as belonging to the class of Species Sampling Models
(SSMs). Specifically, we introduced a new urn model that
corresponds to common assumptions in topological map-
ping. We showed that the posterior is highly peaked and
multi-modal so that ordinary sampling algorithms face the
risk of high inefficiency. Instead, we use simulated temper-
ing and a data-driven proposal in an MCMC framework,
and a Rao-Blackwellized algorithm in an SIS framework
to enable fast mixing and convergence.

In this work, we have illustrated our algorithms using the
Yule-Zipf-Simon urn model. However, the algorithms are
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Figure 9: Computation times (rounded to the nearest minute) for
the various MCMC algorithms for computing PTMs.

not restricted to this particular urn model. In particular, we
have used the Polya urn model [19] and the Classical Oc-
cupancy Distribution [9] to test this claim. Used as priors,
these models enable the inclusion of varied prior assump-
tions in different environments. However, it is to be noted
that the Polya urn is a poor model for topological mapping
in general since it links the future probability of visiting a
landmark with the number of past visits to it. This is cer-
tainly not the case with landmarks visited by a robot.

A comparison of the MCMC and SIS algorithms shows
that the SIS algorithm is faster for problems with a rela-
tively small number of landmarks. However, as the num-
ber of landmarks increases, the SIS algorithm suffers from
a problem of dimensionality due to importance sampling.
Hence, the algorithm requires a larger number of samples
in such cases. The MCMC algorithm, on the other hand,
can be significantly slower in many moderately sized envi-
ronments due to the multiple chains being run simultane-
ously. It is also seen that MCMC is less sensitive to param-
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(d)

Figure 10: Topologies with highest posterior probability mass for the second experiment. (a) the ground truth topology receives 59%
of the probability mass while (b), (c), and (d) receive 9.1%, 8.2%, and 6% of the probability mass respectively.

eter values than the SIS algorithm. This trade-off between
the algorithms is an important one to be considered when
deploying on a robot.

Our work can be viewed as an instance of the “revisiting
problem” that involves the computation of probabilities of
places outside the current knowledge of the robot. This
problem was addressed in [21] by learning structural mod-
els of the environment using a Dirichlet prior while we ad-
dress it using urn model priors. We believe such an analysis
to be more advantageous than the model with a finite num-
ber of structure components considered in [21] because the
ability of urn models to cope with an infinite number of dis-
tinct structures in the environment imparts more generality
to the inference.

From our results, it can be seen that the PTM computa-
tion is currently not real-time. It is future work to address
this issue by replacing the importance sampling in the com-
putation of the odometry likelihood with an analytically
computable form. This could also be done through the use
of Reversible Jump MCMC. Variational approximations to
the posterior are also likely to be a solution.
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